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Abstract

This sPHENIX Conference Note details the measurement of the inclusive jet cross-section
as a function of transverse momentum (pt) in 16.6 pb~! of proton-proton collisions at /s =
200 GeV taken with the sSPHENIX detector in 2024 at the Relativistic Heavy Ion Collider. Jets
are reconstructed using the anti-k; algorithm with radius parameter R = 0.4 using towers in the
sPHENIX the electromagnetic, inner, and outer hadronic calorimeters. Kinematic selections on
the jets include pseudorapidity || < 0.7 and jet pr> 15 GeV. The Final cross-section is fully
corrected for inefficiencies and unfolded for detector effects.
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1 Introduction

Ultra-relativistic collisions of protons, like those that take place at the Relativistic Heavy-Ion
Collider (RHIC) at Brookhaven National Laboratory (BNL) and the Large Hadron Collider (LHC)
at CERN, can produce rare events in which hard scatterings between partons in the initial state
give rise to highly energetic sprays of hadrons, known as jets. Jets are a phenomenon of quantum
chromodynamics (QCD), and they act as faithful proxies for the partons that originated them at
leading order [1]. Thus, the study of jet production allows one to access properties of quarks and
gluons, objects typically constrained to the interior of hadrons via the confinement mechanism of
QCD. Additionally, the suppression of the inclusive jet production cross-section is a fundamental
measurement of jet quenching in the Quark-Gluon Plasma (QGP), for which measurements in
proton—proton (p + p) collisions serve as the baseline reference. The jet cross-section in 200 GeV p
+ p collisions at RHIC has been measured by the STAR [2] and PHENIX [3] experiments using
the mid-point cone algorithm [4] and anti-k; [5] jets with radius parameter R = 0.3, respectively,
and, additionally, a numerous of jet cross-section results have come from the LHC over the past
decade [6, 7, 8].

This analysis note details the first measurement of the inclusive jet cross-section in /s = 200 GeV
p + p collisions at RHIC using jets measured by the sSPHENIX full calorimeter system. Jets in
sPHENIX are reconstructed using the anti-k; algorithm with a radius parameter of R = 0.4 with
inputs from both a high granularity electromagnetic calorimeter (EMCal) and, for the first time at
RHIC at mid-rapidity, a hadronic calorimeter (HCal) to measure the neutral, hadronic components
of the jet. The measurement is fully corrected for detector effects to the particle level using an
unfolding procedure.

The data used in this analysis correspond to . = 16.6 pb~! of the /s = 200 GeV p + p dataset
recorded in the 2024 RHIC operational period. This luminosity utilized here represents roughly
15% of that sampled over the entire Run 24 p + p dataset. The inclusive jet cross-section as a
function of the reconstructed jet pt, do/dpr, is reported in the region |y| < 0.7.

2 sPHENIX detector

sPHENIX [9, 10] is a new detector designed to measure jet and heavy-flavor probes of the QGP
created in Au+Au collisions at the Relativistic Heavy-Ion Collider (RHIC) [11]. A precision
tracking system enables measurements of heavy-flavor and jet-substructure observables while the
electromagnetic and hadronic calorimeter system is crucial for measuring the energy of jets and
identifying direct photons and electrons.

Going outwards starting from the beam line, SPHENIX comprises the following subsystems [12]:
the MAPS-based Vertex Detector (MVTX); the INTermediate Tracker (INTT); the Time Projection
Chamber (TPC) [13]; the Time Projection Chamber Outer Tracker (TPOT) [14]; the Electromagnetic
Calorimeter (EMCal) [15, 16]; the Inner Hadronic Calorimeter (IHCal) [16]; the 1.4 T supercon-
ducting solenoid magnet [17], and the Outer Hadronic Calorimeter (OHCal) [16]. Except for
TPOT, all detectors have full azimuthal coverage and span |17 < 1.1 in pseudorapidity. sSPHENIX
also includes a number of forward detectors, namely the Minimum Bias Detectors (MBD), the
sPHENIX Event Plane Detectors (sEPD), and the Zero Degree Calorimeters (ZDC) which include
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the Shower Maximum Detector (SMD).

sPHENIX began its commissioning process in RHIC Run-2023 with Au+Au collisions at /5, =
200 GeV. During RHIC Run-2024, sPHENIX collected a large sample of transversely polarized
p + p at /s = 200 GeV physics data alongside a smaller sample of Au+Au data to complete its
commissioning phase in that collision system.

3 Data and Simulation Samples

The data used in this analysis come from the RHIC 2024 /s = 200 GeV p + p operational
period. At the event level, there must be a successfully reconstructed z-vertex, provided by the
MBD, and this reconstructed vertex must lie in the range |z| < 30 cm, where z =0 corresponds
to the center of the sSPHENIX detector. Additionally, events must have fired a Level-1 jet trigger
requiring that the event meets the standards of a minimum-bias (MB) event (meaning at least one
PMT in the north and south arm of the MBD has received a hit above threshold) and additionally
has a combined EMCal and HCal energy deposition above approximately 8 GeV in a region of
An x Ap = 0.8 x 0.8. The event sample is further cleaned by selecting runs for optimal detector
acceptance and minimum bias trigger performance. After these selections, which are chosen to
harshly reject background events, the dataset analyzed here corresponds to 16.6 pb_l, which is
approximately one seventh of the total available luminosity in the Run-24 p+p data-taking.

For corrections such as the jet energy scale calibration, unfolding, and jet and trigger efficiency
corrections, PYTHIA-8 [18] simulations of /s = 200 GeV p + p collisions with the Detroit tune [19]
are generated, propagated through a full GEANT-4 [20] simulation of the SPHENIX detector and
response, and reconstructed the same way as the data.

Three simulation samples are utilized:

¢ A Minimum Bias sample
* AJet 10 GeV event sample with p" = 7 GeV and a leading truth jet pr cut of 10 GeV
* A Jet 30 GeV event sample with pT" = 17.5 GeV and a leading truth jet pr cut of 30 GeV

Where pTiM js the minimum transverse momentum in the rest frame of the 2 — 2 process for
each of the products. The latter two datasets are generated with the options HardQCD:all =
on and PromptPhoton:all = on. Additionally events in simulation have a z-vertex distribution
that is Gaussian, centered at z = Ocm, and has a Gaussian width of 50 cm to match the z-vertex
distribution in data. Jets at both the particle and detector level in simulation are clustered using
the anti-k; algorithm and a jet radius of R = 0.4.
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4 Analysis

4.1 Jet Reconstruction

Jets in sSPHENIX are constructed from individual, A¢ x Ay = 0.1 x 0.1 towers from the inner and
outer hadronic calorimeters, as well as re-towered EMCal towers of the same size. The re-towered
EMCal towers are groups of EMCal towers that have been clustered together into a single object
such that they match the segmentation of the hadronic calorimeters. These re-towered EMCal
and the HCal towers serve as inputs for the anti-k; algorithm with radius parameter R = 0.4. No
underlying event subtraction is performed at the time of reconstruction; rather, it is accounted for
by the unfolding. Reconstructed jets are required to have a pseudorapidity such that the entire
jet diameter is contained within the SPHENIX calorimetric acceptance in each calorimeter layer.
For the event selection in this analysis requiring a z-vertex of |z| < 30 cm, this is approximately
equivalent to requiring that the reconstructed jet pseudorapidity, 7!, be within +0.7.

4.2 Background Rejection

In order to reject “fake” jets arising from beam-induced background events such as muons
traversing the HCal scintillator and leaving large amounts of scintillation light, two methods
are considered. The first method, the “energy fraction requirement method”, requires selections
on the fraction of reconstructed jet energy found in the EMCal and HCal: the EMCal fraction,
Egmcal/ Ejet, must be between 10% and 90%, while the OHCal fraction, Egpycal/ Ejet, must lie
between 0% and 90%. This method introduces a correction for the selection inefficiency and is
thus sensitive to the GEANT-4 modeling of the longitudinal shower deposition in simulation. The
second method, the “dijet method”, includes a requirement on the presence of an additional jet in
the event, approximately balanced in azimuth: the ratio of the subleading jet energy to the leading
jet energy must exceed 0.3, and their azimuthal separation (A¢) must be greater than 377/4. This
method similarly introduces a correction for the selection inefficiency but is, instead, sensitive to
the modeling of dijet topologies in the pyTHIA-8 simulation. The nominal results presented below
are taken to be the average of these two methods, which are consistent with each other within
15%. The difference between the nominal the two methods is taken as a systematic uncertainty
and is presented in Figure 4 in Section 5.

4.3 Trigger Efficiency Correction

To evaluate the trigger efficiency for each jet trigger threshold, the prescale-corrected jet spectra
for the MB trigger and the jet trigger in question were divided, and the ratios are then fit by a
sigmoid function to extract the efficiency as a function of jet pr, as shown in Figure 1 on the left.
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Figure 1: Left: Jet spectra from the 10 GeV trigger as a function of jet py. The red line is a fit to the
data, and the shaded region around the fit are the upper and lower fit variations based on the fit
uncertainties. Right: Minimum bias trigger efficiency measured in simulation. The different color
markers on the right represent different MBD charge requirements of > 0.3 (blue), > 0.4 (red) and
> 0.5 (green).

The efficiency of the MB trigger requirement is evaluated in simulation, by analyzing pyTHIA-8
events in the MB, Jet 10 GeV, and Jet 30 GeV samples described above. The efficiency is determined
by measuring the fraction of events that satisfy the event-level cuts in data (requiring a generator-
level requirement of |z| < 30 cm and at least one jet with |17¢!| < 0.7) and also leave sufficient
charge in the MBD to fire the minimum bias trigger. This efficiency correction also accounts
for the disagreement between the minimum bias cross section produced by pyTHIA-8 and that
measured via Vernier Scan [21] during the 2024 RHIC operational period, where it was measured
to be 25.6 mb, approximately 61% of the total inelastic cross-section fo 42 mb.

The minimum bias trigger efficiency as measured in simulation can be seen in Figure 1 on the
right. The MB trigger efficiency decreases with increasing jet pr, and this occurs because as one
approaches larger and larger values of momentum transfer Q2, more of the longitudinal beam
energy is converted to particle production at mid-rapidity, thus decreasing the amount of particle
production at forward rapidities and the probability of firing the MBD trigger.

4.4  Jet Energy Scale Calibration

To derive the jet energy scale calibration, particle-level truth jets are matched to reconstructed
jets in simulation using the samples listed in Section 3. The matching between reconstructed and
truth jets is performed using the criterion that the angular separation between the truth and reco
jets has AR = /(A¢? + (An)?) < 0.3. For each matched truth-reco pair, the ratio pr™<°/pp'™th is
calculated. The jet energy scale (JES), (pr™e©/ pr™th), as a function of pr'™"*" is shown in Figure 2.
As neither the EMCal nor HCal are fully calibrated the hadronic energy scale as mentioned earlier,
the initial, non-unity of the JES is due to the non-compensating nature of the calorimeters.
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Figure 2: Black points: The uncalibrated JES as a function of pp™". Blue points: The JES as a
function of pr™ after the JES calibration has been applied.

The uncalibrated JES shown in Figure 2 in black is fit using a smooth, exponential function, and
the jet energy scale is then calibrated by generating a mapping function from reconstructed jet pr
to truth jet pr via numerical inversion [22] and applying the mapping to each reconstructed jet’s
pr. A technical closure test of the JES calibration is shown in blue in Figure 2 and has an average
non-closure of less than 1% independent of prth

4.5 Unfolding

In order to account for the impact of the finite JER and other detector effects on the measured
yields, the JES-calibrated reconstructed jet spectrum is corrected using a Bayesian unfolding
procedure [23] in the publicly available ROOUNFOLD package [20]. To build the response matrix,
reconstructed jets must be matched to truth jets following the same selection criteria used for the
JES calibration. The dijet bisector method [24] was used to quantify differences in the JER obtained
in data and simulation. It was found that the simulation underestimated the jet resolution found
in real data. Thus, before unfolding, all reconstructed jet pr values in simulation received an
additional, Gaussian smearing to match the JER estimated in data. The resulting response matrices,
for each of the selections used to reject jet backgrounds, are shown in Figure 3.



9
sPHEQRIIX

SPHENIX Simulation PYTHIAS8 p+pys = 200 GeV SPHENIX Simulation PYTHIAS8 p+pys = 200 GeV
Dijet requirement Energy fraction requirement

L e A B R I B B
anti-k, A = 0.4, W*| < 0.7

T 1

T rrrT
anti-k, A =0.4, | < 0.7

~
o

> >
® 0 S,
§ 40 g
- -
30
9
20 30 40 50 60 70 20 30 40 50 60 70 ©
prTe°° [GeV] prTeCO [GeV]

Figure 3: Response matrices used in the unfolding correction, with reconstructed jets after the JES
calibration. The left and right plots are with the dijet method and with the energy fraction method,
respectively, used to reject backgrounds as detailed in Section 4.2.

The unfolding procedure additionally corrects for both “fakes” (cases where the selected re-
constructed jets have matching truth jets outside the fiducial acceptance) and “misses” (cases
where the reconstructed jets are outside the kinematic selection, or are not selected due to jet- or
event-level background rejection cuts). These corrections are typically 10% or smaller for the pt
range reported here. To unfold the data, the prior distribution and response matrix are reweighted
so that the jet pr distribution in simulation matches that in the data. The unfolded result is then
corrected for the reconstruction and trigger efficiencies as described above.

5 Systematic Uncertainties

The main sources of systematic uncertainty considered in the measurement are the shape of the
prior in the unfolding, the background rejection, the JES uncertainty, the JER uncertainty, the
jet trigger efficiency, and the uncertainty on the MB trigger cross-section. These uncertainties
are summarized below. The relative magnitude of all uncertainties relative to the nominal cross-
section (evaluated as ”%7, where y is the nominal value and ¢ is the systematic uncertainty) are
summarized in Figure 4. The systematic arising from the JES is the largest owing to a conservative
estimation of the mismodeling of the hadronic response of the calorimeters in simulation and
grows as a function of pr. The systematics discussed here are taken as uncorrelated and summed
in quadrature to attain the total systematic uncertainty.

The uncertainty on the shape of the prior is evaluated by repeating the unfolding procedure
without reweighting the jet pt spectrum in simulation to match that in data. The uncertainty in the
background rejection is evaluated by considering the difference in the results produced with either
of the two background rejection methods from the nominal (constructed by averaging the two
results). The JES uncertainty is estimated to be approximately 6% for this preliminary analysis,
and its impact is evaluated by shifting the reconstructed jet pr up and down by this amount
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Figure 4: Summary of systematic uncertainties in the measurement, with each component shown as
different color histograms and the total in black markers.

in simulation, generating new response matrices, and repeating the analysis. This uncertainty
includes contributions from the absolute calibration of the EMCal via the 7 — 77 peak in data
and simulation, the relative calibration of the HCal via the minimum-ionizing particle distribution
in cosmic data-taking and simulation, and in the absolute response of the calorimeter system to
hadrons estimated in test beam [16].

The uncertainty in the JER is evaluated by considering larger or smaller degrees of smearing of
the jet pr in the simulation, compared to the nominal needed to match the resolution in data
according to the bisector method. The uncertainty in the jet trigger efficiency is evaluated by
varying the efficiency correction within the uncertainties in the fit in Figure 1. The uncertainties in
the MBD cross-section for MB p+p events and its efficiency in jet events are evaluated as part of
the Vernier scan analysis used to determine the central value and by varying the MBD thresholds
in simulation as shown in the right side of Figure 1, respectively.

6 Results

The inclusive jet cross-section, measured with the combined sPHENIX electromagnetic and
hadronic calorimeter system and fully corrected to particle level, is shown in Figure 5. For
pr> 50 GeV, the relative statistical uncertainty point-to-point is approximately 20% or lower,
demonstrating the statistical reach of the sSPHENIX Run-24 dataset. The data are compared to a
next-to-leading order (NLO) perturbative QCD (pQCD) calculation provided by Werner Vogelsang
following the methodology used in Reference [25] (shown in red) as well as a pYTHIA-8 with
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Detroit tune truth jet spectrum (shown in green). While it can be qualitatively assessed that the
NLO calculation overestimates the cross-section, the calculation does not have a hadronization
component. Ergo, an updated comparison with hadronization effects included will provide
an apples-to-apples comparison. It should be noted however, that there is a pt dependence to
the agreement: the agreement is worse at low pr and within systematic uncertainty at high pr.
For the pQCD calculation, the lower and upper bounds of the band represent renormalization
scales of pt/2 and 2pr, respectively. The pYTHIA-8 truth jet spectrum agrees with the measured
cross-section to within uncertainty until the two lowest pr bins.
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Figure 5: Unfolded jet cross-section for anti-k; R=0.4 jets measured by the sPHENIX full calorimeter
system (blue circles), NLO pQCD calculation (red band), and a ryTHIA-8 Detroit-tune truth jet
spectrum (purple squares). The blue, vertical bars and shaded boxes represent the statistical and
systematic uncertainties, respectively, on the sSPHENIX cross-section measurement. The statistical
uncertainties are often smaller than the marker size. The NLO pQCD calculation does not include a
hadronization step.

7 Summary

The fully unfolded, inclusive jet cross-section for anti-k; R=0.4 jets has been measured by the
sPHENIX experiment at the Relativistic Heavy Ion Collider in p + p collisions at /s = 200 GeV,
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using a combined electromagnetic and hadronic calorimeter system for the first time at RHIC at
mid-rapidity. The measured cross-section is fully corrected for detector effects to the final-state
particle level via unfolding, as well as for trigger and jet inefficiencies. This result will be improved
upon by including the majority of the remaining luminosity collected during the 2024 operational
period; though, it should be emphasized that this measurement offers better kinematic reach than
any previous RHIC measurement, even with a portion of its statistics. Uncertanties related to the
jet energy scale and jet energy resolution are expected to improve with better understanding of
the calorimeter performance in Run 24 dataset.
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